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Safe Harbor Statement .

~

Kl'his presentation may contain forward-looking statements that are
based on our current expectations. Forward looking statements
may include statements about our financial guidance and expected
operating results, our opportunities and future potential, our product
development and new product introduction plans, our ability to
expand and penetrate our addressable markets and other
statements that are not historical facts. These statements are only
predictions and actual results may materially vary from those
projected. Please refer to Cray's documents filed with the SEC from
time to time concerning factors that could affect the Company and

\these forward-looking statements. Y




Future Architecture Directions XS

e Nodes are becoming more paraliel \
e More processors per node
e More threads per processor
e Vector lengths are getting longer
e Memory hierarchy is becoming more complex
e Scalar performance is not increasing and will start decreasing
e For the next decade, HPC systems will have the same
basic architecture:
e Message passing between nodes
e Multithreading within the node (pure MPI will not do)
e \ectorization at the lowest level (SSE, AVX, GPU, Phi)
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Future Application Directions .

e Threading on node as well as vectorization is becoming
more important — need more parallelism exploited in
applications due to increasing number of cores and
threads

e Current petascale applications are not structured to take
advantage of these architectures

e Currently 80-90% of applications use a single level of parallelism
e MPI or PGAS between cores of the MPP system

e Looking forward, application developers are faced with a significant
task in preparing their applications for the future
e Codes must be converted to use multiple levels of parallelism

e More complex memory hierarchies will require user intervention to achieve
good performance



®
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Three Levels of Parallelism Required Coi

e \
\

1. Developers will continue to use MPI between nodes or
sockets \

2. Developers must address using a shared memory
programming paradigm on the node

3. Developers must vectorize low level looping structures

While there is a potential acceptance of new languages for
addressing all levels directly. Most developers cannot afford
this approach until they are assured that the new language
will be accepted and the generated code is within a
reasonable performance range



®
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When to Move to a Hybrid Programming Model .o

e \
\

e When code is network bound

e Look at collective time, excluding sync time: this goes up as network
becomes a problem

e Look at point-to-point wait times: if these go up, network may be a
problem

e When MPI starts leveling off

e Too much memory used, even if on-node shared communication is
available

e As the number of MPI ranks increases, more off-node communication
can result, creating a network injection issue

e When contention of shared resources increases

e When you want to exploit heterogeneous nodes
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Approach to Adding Parallelism o

1. ldentify key high-level loops

e Determine where to add additional levels of parallelism \
e Assumes MPI application is functioning correctly on X86
e Find top serial work-intensive loops (perftools + CCE loop work estimates)

2. Perform parallel analysis, scoping and vectorization

e Split loop work among threads
e Do parallel analysis and restructuring on targeted high level loops
e Use Reveal + CCE for scoping, loopmark and source browsing

3. Add OpenMP layer of parallelism

e Insert OpenMP directives (with Reveal directive building assistance)
e Run on X86 to verify application and check for performance improvements

4. Analyze performance for further optimizations,
specifically vectorization of innermost loops
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The Problem — How Do | Parallelize This Loop?

e How do | know this is a good loop to parallelize?
e What prevents me from parallelizing this loop?

e Can | get help building a directive?

subroutine sweepz

do j =1, js
doi=1, isz
radius = zxc(itmypez*isz)
theta = zyc(j+mypey*js)
dom =1, npez
do k =1, ks
n =k + ks*(m-1)

<
2
o
N
o
Q
<
w
w

zza (k)

zdz (k)

zza (k)

zdz (k)

e (n) p(n)/(r(n)*gamm)+0.5 &
* (u(n) **2+v (n) **2+w (n) **2)

enddo

call ppmlr

g
o nn

menddo
enddo

subroutine ppmlr

call boundary
call flatten
call paraset(nmin-4, nmax+5, para, dx, xa)

call parabola(nmin-4,nmax+4,para,p,dp,p6,pl, flat)
call parabola (nmin-4,nmax+4, para,r,dr,r6,rl, flat)
call parabola (nmin-4,nmax+4,para,u,du,u6,ul, flat)

call states(pl,ul,rl,p6,u6,r6,dp,du,dr,plft,ulft, &
rlft,prgh,urgh,rrgh)

call riemann (nmin-3,nmax+4,gam,prgh,urgh,rrgh, &
plft,ulft,rlft pmid umid)

call evolve (umid, pmid) <€ contains more calls

call remap € contains more calls

call volume (nmin,nmax,ngeom,radius,xa,dx,dvol)

call remap € contains more calls

return
End




Simplifying the Task with Revea .o

800 isiomwsonn e Navigate to relevant

J o loops to parallelize

File Edit View Help Call or /O at line 97 of sweepz.f30

“wvhone. —

| Name Type Scope

rSource- 19

< ‘Ton Loops sl 1 Array - Last defining iteration not known for variable that is live on exit
e WARN: LastPrivate of array may be very expensive [ ] u -
- parabola.f20
- PARABOLA Array - FAIL: Last defining iteration not known for variable that is live on exit. . I d e n tl a ra I I e I I Z atl o n
07166 Loop@67 " " WARN: LastPrivate of array may be very expensive.
4 riemann f90 1 doi=1, isz ' orar -
- RIEMANN 11 53 radius = zxc (i+nypez*isz) P Array - FAIL: Last defining iteration not known for variable that is live on exit u =
22982 Loop@63 W 54 theta = zyc(j+nypey*is) WARN: LastPrivate of array may be very expensive a n s co I n I s s u es
14100 Loop@64 55  stheta = sin(theta) I Arra X ining iterati is li
A Y F Last defining iteration not known for variable that is live on exit.
- Sweepz90 @ S5 radius - radius * stheta d N
- SWEEPZ 57 WARN: LastPrivate of array may be very expensive
S8 1 Put state variables into 10| delpl  Scalar Private
37461 Loop@52
- sw:egmo. L 59 dom =1, npez delp2 Scalar  Private
- SWEEPY @ Ui 2(1) dok : l'kki( bes deftx  Scalar Private
39347 Loop@35 @ n=kox kstind) -
39342 Loop@36 62 r(n) = recv3(l,i.k.i,m) dtheta Scalar  Private .
- sweepx1.190 @ 63 p(n) = recv3(2,j.k.i,m) dvol T Array  Private FAIL: incompatable with ‘natural’ scope
- SWEEPX1 @ 64 u(n) = recv3(s,j.k.i,n) WARN: LastPrivate of array may be very expensive.
38855 Loop@31 @ 65 vi(n) = recv3d(3,j.k.i,m) . o . [ ]
38853 Loop@32 66 win) = recv3(4,j,k.i.m dx Array Private FAIL: incompatable with 'natural' scope.
- sweepx2.190 67 f(n) = recv3(6,j.k,i,m) WARN: LastPrivate of array may be very expensive.
- SWEEPX2 68 enddo a0 Arra Private incompatable with natural’ scope.
39166 Loop@31 ( Y P pe:

=
WARN: LastPrivate of array may be very expensive
39164 Loop@32 J—— : !
® Aloop starting atline 51 was notvectorized because it containg & Aray  Private incompatable with natural’ scope y -

WARN: LastPrivate of array may be very expensive.

vhone.pl loaded. vhone_loops.ap2 loaded.

600 [X] Reveal OpenMP Scoping - -
Scope Loops | Scoping Results

800 |\| OpenMP Directive and SLECEY [REL S | . p I o n a y I n se pa ra e
| Directive inserted by Cray Reveal. May be incomplete. Callor V0 atline 81 of sweepzf20  —
ISOMP parallel do defaultnone) 3 - Callor /0 atline 97 of sweepz190 - - -
I$OMP& unresolved (dvol.dx.dx0.e.fflatp.para,q.r.radius,stheta,svel, & Di ‘CWSS‘
R —" (= irectives into source
I$OMP& private (ij.km.n.delp2.delp1.shocktemp2.old_flatonemflhdt & e e
I$OMP& sinxf0,gamfac1.gamfac2,dtheta,deltfractn.ekin) & mypez  Scalar  Shared
I$OMP& shared (gamm.iszjs.ks.mypey.mypezngeomznleftznpeznrightz. & ngeomz Scalar  Shared

nlefz  Scalar  Shared
npez  Scalar  Shared
nrightz  Scalar  Shared
rea  Amay  Shared
sendd  Amay  Shared

L] L]
svel RI  Scalar  Shared  WARN: atomic reduction operator required unless reduction fully inlined. . Va I I d ate s co I n
2 Amay  Shared
Copy Directive K Close ‘

SR i .
- correctness on eX|st|ng
e e— = directives

Z

|I$OMP& recv3.send4,zdz 2c.zyc.zza)




Using Reveal with Performance Statistics .o

Optionally create loop statistics using the Cray performance .
tools to determine which loops have the most work

e Helps identify high-level serial loops to parallelize

e Based on runtime analysis, approximates how much work exists within
a loop

e Provides the following statistics
e Min, max and average trip counts
e Inclusive time spent in loops
e Number of times a loop was executed



Collecting Loop Work Estimates

e Load PrgEnv-cray module (must use CCE)
e Load perftools module

e Compile AND link with —h profile_generate

e cc -h profile_generate —o my_program my_program.c

e Instrument binary for tracing
e pat build —w my program

e Run application

e Create report with loop statistics
e pat_report my program.xf > loops report

pat_report produces

report plus .ap2 file
that can be used

with Reveal



Example Report — Inclusive Loop Time

Table 2:

Loop
Incl
Time
Total

8.995914
8.995604
8.894750
8.894637
4.420629
4.420536
4.387534
4.387457
2.523214
1.541299
0.863656

Loop Stats by Function (from

Loop
Hit

1250

50

1250

50

1250
187500
20062500
1687500

Loop
Trips
Avg

107
12
104

Loop
Trips
Min

-hprofile generate)

| Loop |Function=/.LOOP].]

| Trips | PE=HIDE

| Max |

| |
0 | 25 |sweepy .LOOP.1.1i.33
o | 25 |sweepy .LOOP.2.1i.34
0 | 25 |sweepz_ .LOOP.05.1i.49
0 | 25 |sweepz_.LOOP.06.1i.50
0 | 25 |sweepx2 .LOOP.1.1i.29
o | 25 |sweepx2_ .LOOP.2.1i.30
0 | 25 |sweepxl .LOOP.1.1i.29
0 | 25 |sweepxl .LOOP.2.1i.30
0 | 107 |riemann_.LOOP.2.1i.63
o | 12 |riemann_.LOOP.3.1li.64
0 | 108 |parabola_ .LOOP.6.1i.67




How to Use Reveal KOO

e Generate a program library for your application with CCE |

e > cc -h pl=himeno.pl -hwp himeno.c
e > ftn -h pl=vhone.pl -hwp filel.£f90

Optionally add whole
program analysis for
more aggressive
inlining

e Launch Reveal
e > module load perftools

e Use with compiler information only (no need to run program):
e > reveal vhone.pl

e Use with compiler + loop work estimates (include performance data)
e > reveal vhone.pl vhone loops.ap2



Browse Source and Compiler Optimizations

8 00 :
File Edit Wiew Help

wvhone.pl

~Navigation ~Source

I\| Reveal

< | Program View v "B} ‘ L| H Dowr

|
|
| &

boundary.f90 [~]
dicon.fa0

dump. 30

evolve 20

flatten.f20

forces 20

Images.30 New to Reveal?
init.f30
parabola.fa0 Try "Geting Started"”
ppmiria0 in the "Help" Menu
prin.fa0
remap.fa0
riemann.fa0
states f230
sweepxl .30
sweepx2 20
sweepy.fa0
sweepz.fa0
vhlmods. f20
vhone f20
B wvolume. 20

o

~Info

A A A

-
(<] ]

vhone.pl loaded
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Access Cray Compiler Message Information .

e
File Edit View Help 800 2\ Explain
w vhone.pi OPT_INFO: Aloop starting at line %s was unrolled.
The compiler unrolled tr)e loop. Unrolling creates a number of copies of the
~Navigation ~Source - /lus/sonexion/heidi/reveal/sweepx2.f30 loop body. When unrolling an outer loop, the compiler attempts to fuse
replicated inner loops - a transformation known as unroll-and-jam. The
< Program View compiler will always employ the unroll-and-jam mode when unrolling an outer
loop; literal outer loop unrolling may occur when unrolling to satisify a
v ot e v user directive (pragma).
—
p riemann.f30 _ This message indicates that unroll-and-jam was performed with respect to the
D L 32 dO m = 1‘ npey identifed loop. A different message is issued when literal outer loop
remap-fgo unroll@n_g is performed, as this transfomation is far less likely to be
b evolve f90 : : beneficial.
b volume.f90 34 n =14+ 1isy*(m-1) + 6 For sake of illustration, the following contrasts unroll-and-jam with literal
. .. outer loop unrolling.
b forces {90 35 r(n) = recv2(l,k,i,j.m) ’ ?
p ppmirf30 36 p(n) = recv2(2,k,1,3,m) | 426 iptmpiuiibibuildsiavesipdges-81-edition-buildbs/buildireleaseipdgesipdges_finmsg.c”
PR D0J=1.10
b states.f90 37 u(n) = recv2(3,k,1,j,m) DO I=1.100
b flatten.f90 38 v(n) = recv2(4,k,i,j.m) npog B 420
b sweepz{30 39 w(n) = recv2(5,k,i,j.m) ENDDO
b sweepy.f90 40 f(n) = recv2(6,k,i,j.m) o
A(l.J )=B(l. J)+420 tunroll-and-jam
b boundaryf90 41 enddo A(LJ+1)=B(LJ+1) + 420
b prin.f90 42  enddo Do
v sweepx2.190 43
D0J=1,102
- 0.53% SWEEPX2 Vv 44 do i = 1,imax DO =1,100
B A(LJ)=B(.J) +420 !literal outer unroll
Loop@28 i ENDDO
- 45 n=1+6 DO I=1.100
Loop@29 Z A(LJ+1) = BLJ+1) + 420
L 32 o ) ENDDO
00p@ ~Info - Line 33 ENDDO
Loop@33 ® Aloop starting atline 33 was notvectorized e itdog
Loop@44 . Aloop starting at line 33 was unrolle The literal outer unroll code performs the same sequence of memory operations
as the original nest, while the unroll-and-jam transformation interleaves
Loop@58 operations from outer loop iterations. The compiler employs literal
outerloop unrolling only when the data dependencies in the loop, or a control
b sweepx1.f30 m flow impediment, prevent fusion of the replicated inner loops. Literal outer
— loop unrolling is generally not desirable. Itis provided to ensure expected
VA behavior and for those rare instances where the user has determined that it
is beneficial.
vhone.pl loaded. vhone_loops.a Access integrated %

message ‘explain’
support by right clicking
on message

COMPUTE | STORE | ANALYZE
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Eile Edit View Help

w vhone.pi

Choose “Compiler Messages”
view to access message filtering

~Na s_@atio.':

~

/vwmeidilreveallboundary.fgo
X = ; > ;
« | CompilerMessages ‘ 4 up H @Qown’ F
‘4 Not Vectorized a l[ann ’ ----- (A]
< _./home/users/heidilreveal
< houndary.f30
line 123 nmin-n+1) - dx (nmin-n)
¥ images.f30 69 xa0(nmin-n)= - dx0(nmin-n)
~ e 143 70 r (nmin-n) = r (nmax+I=
v |n|t.T90 71 u (nmin-n) = u (nmax+1-n)
line 113 72 v (nmin-n) = v (nmax+l-n) Default filter: Loops that
:fne:;g 73 w (nmin-n) = w (nmax+1-n) didn’t vectorize. Can
ne 74 p (nmin-n) = p (nmax+l-n) select other filters.
line 153 .
line 154 75 e (nmin-n) = e (nmax+1l-n)
< prini90 Zf f”(nmln-n) = f (nmax+1-n) Q
line 42 | [ D)
line 43 ]
line 104 ~Info - Line 65
) @ Aloop starting at line 65 was notvectorized because a recurrence was found on "dx" at line 66.
line 125 . . .
) [J A loop starting at line 65 was unrolled 2 times.
line 127 Il
(I [>)

vhone.pl loaded

BW Workshop, October 2014

COMPUTE | STORE |

Copyright 2014 Cray Inc.

ANALYZE




\
. . . C)RAY |
View Pseudo Code for Inlined Functions O
) \
= \
P ) [%| Reveal
File Edit Niew Help
v vhone.pi )
L , » o /~ Expand to \
~Navigation ~Source - [lusinid00023/heidifH1_version1/init.f20 _ see pseudo
- ‘ Program View = "F} (] H @Qﬂb\ code
< boundary.fa0 r ©o ! SeT Up grig coordinates
< BOUNDARY 87
Loop@23 25 call gead(imax,xmin,xmax,zxa, zxc, zdx)
Loop@37 88 t$526 = 64
Loop@S1 88 1327 = 64 Search code
Loop@65 88 $1 188 102 = 0 with Ctrl-F
Loop@81 88 !dir$ ivdep _
Loop@3s .
Loop@109 Inlined call g8 do
. 88 zxall + $I_L88 102) = 1.5625e-2 * §$I
Loop@123 sites marked
b dicon.i90 88 zdx (1 + $I_L88 102) = 1.5625e-2
b dump.fQO 28 zxc(l + $I_L88 102) = 7.8125e- 1.5625e-2 * $I L
b evolva B0 88 - $1.L88.102 = 1 + $I_Le8 10
b flatten.f90 [ AIVfr‘4 89 call (]max; ym1n.| e 0 O - m Source-Seart_:.h : -
b forcesfa0 b AIT 90 call arid(kmax,zmin [ ‘d — ' — - |
P images.fa0 .| -
~ Init50 Anfo - Line 88 ] Whole Symbol Ignore Case ‘Erevious HuextH @Qancel’
- GRID O A divide was turned into a multiply by a reciprocal - —
Loop@199 [ A loop starting at line 88 was vectorized. '
PINIT [ A loop starting at line 88 with a trip count of 64 was unwound into 8 vector iterations.
b parabola.fa0 '~|| | The call to leaf routine "grid" was textually inlined.
vhone.pl loaded

BW Workshop, October 2014
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Add Performance Data to Find Top Loops .
L)
e 00 - . . I\| Reveal
File Edit View Help
Open... Ctri+o
nn:e- Nlus/scratch/heidifddemolrevealiriemann.f20 . ‘
Save Ctrl+S lﬁgp”@m“’"“ ;.1“%‘#
Save All ) ' y
Screendump... :
53 do 1 = lmin, lmax
Quit CHr+Q - L 64 don=1, 12
P Ey 65 pmold(l) = pmid(l)
b forces.fo0 66 wlft (1) = 1.0 + gamfacl*(pmid(1) - plft(1l)) * plfti(l)
b images.f90 67 wrgh (1) = 1.0 + gamfacl*(pmid(1) - prgh(1)) * prghi(1)
B init.fa0 68 wlft (1) = clft(l) * sqriiwlft(l))
b parabola.f30 ' B9 wrgh (1) = crgh(1) * sqrt(wrgh(1))
b ppmlr.fSO 70 z1ft (1) = 4.0 * v1ft(1) * wift(l) * wlft(l)
b prinf30 71 zrgh (1) = 4.0 * vrgh(1) * wrgh(1) * wrgh(1)
b remap.f0 72 zIft (1) = -zUft(1) * wift(1)/(z1ft(1) - gamfac2*(pmid(1) - plft
¥ riemann 150 73 zrgh (1) = =zrgh(l) * wrgh(1)/(zrgh(1) - gamfac2*(pmid(1l) - prgh
" e _ v G O sl e A S
@ T )
L 54 .
Lzng% nfo- Line €3
b stateszOp r Aloop starting at line 63 was notvectorized for an unspecified reason. I
P sweepx] 20
P sweep 20 -
v vhone.pl loaded

COMPUTE | STORE | ANALYZE

BW Workshop, October 2014 Copyright 2014 Cray Inc.



View Loops through Call Chain

800 I\ Reveal
File Edit View Help
wvhone.pl &
~Navigation ~Source - /ufs/homefusers/heidifrevealfriemann.fa0
q ‘ Loop Performance & ‘ £+ ‘ 4 up H @Quwn’ 0
> 40778 SWEEPY@® [ __ N
[ 40773 SWEEPY@36 - .
b 40529 SWEEPX1@31 Ii 3 RN
b 40526 SWEEPX1@32 - L 64 don=1, 12
[ 40425 SWEEPX2@31 65 pmold (1) pmid(1)
[ 40423 SWEEPX2 @32 66 wlft (1) 1.0 + gamfacl*(pmid (1) - plft(1)) * plfti(l)
P 38576 SWEEPZ@51 67 wrgh (1) = 1.0 + gamfacl*(pmid(l) - prgh(1l)) * prghi(l)
b 38573 SWEEPZ@52 68 wlft (1) = c1ft(l) * sqrtwlft(1))
¥ 22068 RIEMANN@63 69 wrgh (1) = crgh(1) * sqrt(wrgh(1))
03584 PPMLR@7] 70 z1ft (1) = 4.0 * v1ft(1) * wlft(1) * wift(l)
03566 PPMLR@73 71 zrgh (1) = 4.0 * vrgh(1) * wrgh(1) * wrgh(1)
03566  PPMLR@73 72 zUft (1) = -z1ft(1) * wift(1)/(z1Ft(1) - gamfac2*(pmid(1) - plft!
03866 PPMLR@73 * wrgh(1)/(zrgh(1) - ganfac2*(pnid(1) - prghi
0.3909 PPMLR@?.?\ g 73 zrgh (1) zrgh(1) wrg q q p pryg
03576  PPMLR@73 \\~ 74 um:.Ldl(l) ulft(l) - (pm}d(l) - plft(l)) 7 wift(l) ‘
> 1229 REMANNG@SE | \ 75 unidr(L) = urgh(L) + (pnid(L) - prgh(1)) / wrgh(1)
ﬁl_ } pmid (1) = pmid(1l) + (um}dr‘(l) - umidl(U))* (z1Ft (1) * zrgh(1)) 7 I
max (smallp, pmid(1))
BdTraceback — Loop (1)-pmold (1)) /pmid(1) < tol ) exit
PPMLR@73 2 instances -
sweepy_.LOOP2.i36@67 g [>]
sweepy_LOOP11i35@36 ofo- Line 63 -
SWEEPY@35 @ Aloop starting at line 63 was notvectorized for an unspecified reason.
sweepy_LOOP1.1i.35@36
SWEEPY@35
VHONE@237 3 \

vhone.pl loaded. vhone_loops.ap2 loaded.

traceback

COM
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. . cRANY |
Scope Top Time Consuming Loops .
Q
e 00 - ~[x| Reveal
Eile Edit View Help
wvhone.pl File Selection
v (T D
d ‘ Loop O
b 70469 Bigger Font Ctri+= '
1.9746 Smaller Font Ctri+-

SWEEPZ @48
1.9427 SWEEPZ @49
09735 RIEMANN@63
09666 SWEEPX2 @28
09666 SWEEPX2@29
09634 SWEEPX1 @28
096332 SWEEPX1 @29
RIEMANN @64
0.1260 PARABOLA@G7
0.1884 REMAP @83
01752 PARABOLA@30
01610 PARABOLA@75
0.1453 PARABOLA@44
0.0208 PARABOLA@S3
0.0868 PARABOLA@B4
0.0857 RIEMANN@44
00731 PARABOLA@117
00745 PARABOLA@36 |~

New to Reveal?

Try "Getting Started”
in the "Help" Menu

~Info

A A A A
o
78]
o
o
[+

vhone.pl loaded. vhone_loops.ap2 loaded.
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Include All Loops as Initial Candidates

OO0

Scope Loops | Scoping Results |

|%| Reveal OpenMP Scoping

[EuitList

S| Delete Checked items le or Source Line

List of Loops to be Scoped

] Delete Unchecked ltems

Delete All ltems

Check All ltems
Uncheck All ltems

Add All Loops

Expand All
Collapse All

| Apply Filter | Time: [0.000

Jowso ]

] \.Close]ﬁ

\Start Scoping] ] Cancel | [

COMPUTE

BW Workshop, October 2014
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e 00 \| Reveal OpenMP Scoping

Scope Loops | Scoping Resuits

‘ Edit List ’ List of Loops to be Scoped

3 Delete Checked ltems Source Line

P Deletelncheckedlitems  ygerateh/heidi/demo/reveal /boundary. 90
Delete All ltems

> ‘scratch/heidi/demo/reveal /dtcon. f90
Check All tems ..

P ncheck Al ems ‘scratch/heidi/demo/reveal/evolve. f90

> ‘scratch/heidi/demo/reveal/flatten. f90
Add All Loops

b ‘scratch/heidi/demo/reveal /forces. 20

L Ire— ‘scratch/heidi/demo/reveal/images. f90

b /lus/scratch/heidi/demo/reveal/init. 90

b /lus/scratch/heidi/demo/reveal/parabola. f90

b /lus/scratch/heidi/demo/reveal/ppmlr. 90

b /lus/scratch/heidi/demo/reveal/prin. 90

b /lus/scratch/heidi/demo/reveal/remap. 90

b /lus/scratch/heidi/demo/reveal/riemann. f90

B flus/scratch/heidi/demo/reveal /states. f90

P /lus/scratch/heidi/demo/reveal /sweepxl. 90

Bl fMus ferratrh fheidd fdemn freveal feweany? faN

| Apply Filter | Time: [0.000 % Trips: [0 7]

|' Start Scoping" ‘

COMPUTE STORE

Copyright 2014 Cray Inc.
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Apply Filter to Select Only Top Loops

8 00

Scope Loops

] Edit List:’

|zg| Reveal OpenMP Scoping

Scoping Results |

Scope? Line#

List of Loops to be Scoped

File or Source Line

v

q

q

4
s¥opoprmePPoolooro

44
63
64
83

S0
54

28
29
32
53

L]

/lus/scratch/heidi/demo/reveal/riemann. 90
Loop at line 44

Loop at line B3

Loop at line &4

Loop at line 83
flus/scratch/heidi/demo/reveal /states. f90
Loop at line 50

Loop at line &4
/lus/scratch/heidi/demo/reveal/sweepxl. 90
Loop at line 28

Loop at line 29

Loop at line 32

Loop at line 53
/lus/scratch/heidi/demo/reveal/sweepx2. 90

|l nan at line 28

)

Tme: 080 [o| T |

sonsoma] [ B

BW Workshop, October 2014
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View Scoping Results

8 00

[%| Reveal

File Edit \iew Help

~vionen ©|

~Na s(&;atir: )]

| | Loop Performance b

7.0469 VHONE@204 @
19746 SWEEPY@32 @
19745 SWEEPY@33 @
19427 SWEEPZ @48 @
19427 SWEEPZ @49 @
05735 RIEMANN@63 |
095866 SWEEPX2@29 @
09634 SWEEPX1 @28 @
09633 SWEEPX1 @29 @
03056 RIEMANN@64
01960 PARABOLA@G67
0.1884 REMAP @83
0.1752 PARABOLA@30
01670 PARABOLA@75
0.1423 PARABOLA@44
0.0208 PARABOLA@S53
00868 PARABOLA@S4
0.0857 RIEMANN@44
00791 PARABOLA@117
00745 PARABOLA@36
00647 PARABOLA@24
00628 EVOLVE@70
0.0600 REMAP@111
00596 STATES @64
00557 SWEEPY@77
00513 PARABOLA@129
00512 SWEEPY@37

AOATO ORI MW Sano

= A

TV VW T Y T Y WY VY YT YWY Y Y WYY " wT

~Source - /llusiscratch/heidildemolrevealisweepx2 20

‘@Qown‘

26
27 ! Now Loop over each row...

29 do j =1, js

30
31 ! Put state variables into 1D arrays. padding with 6 ghost zones
32 dom =1, npey
-FLr8 33 doi=1, isy
34 n =1+ isy*(m-1) + 6
35 rin) = recv2(1l,k,i,j.m)
36 pln) = recv2(2,k,1,j.m)
37 uin) = recv2(3,k,1,3.m)
38 vin) = recv2(4,k.1,j.m)
39 win) = recv2(S,k,1,7.m)
40 f(n) = recv2(6,k,i,.m) Right click on loop
enddo to add it to list of

loops to scope

[>]

~Info - Line 28

@ Aloop starting at line 28 was notvectorized because it contains a call to subroutine "ppmir" on line 55.

| whone.pl loaded. vhone_loops.ap2 loaded.

COMPUTE | STORE | ANALYZE




Reveal Gives Feedback on Scoping Results

Variable from
inlining — hover
over ‘I’ to see what
symbol means

|| Reveal OpenMP Scoping

Scoping Results

sweepx2 f30: Loop@28

Call or /O at line 55 of sweepx2 .20
4: flusiscratch/heidifdemolrevealivolume f90:34
3: llus/scratch/heidi/demolreveal/evolve f20:21
2: llus/scratch/heidi/demolrevealippmir f20:49

Type Scope Info

ar@parabola I Scalar -: Possible recurrence involving this object.

FAIL: Possible resolvable recurrence involving this object.

da@parabola_ I Scalar -: Possible recurrence involving this object.

FAIL: Possible resolvable recurrence involving this object.

delta@remap_l Scalar - FAIL: Possible recurrence involving this object.

FAIL: Possible resolvable recurrence involving this object.

Array - FAIL: Possible recurrence involving this object.

FAIL: Possible resolvable recurrence involving this object.

!

dvol I

WARN: LastPrivate of array may he very expensive.

- FAIL: Possible recurrence involving this object.

FAIL: Possible resolvable recurrence involving this object.

dx Array

WARN: LastPrivate of array may he very expensive.

- FAIL: Possible recurrence involving this object.

FAIL: Possible resolvable recurrence involving this object.

dx0 Array

See where WARN: LastPrivate of array may be very expensive.
variable came Array - FAIL: Possible recurrence involving this object.
from

(@function_name)

1< [

(«]

Find Name: |

Insert Directive | ‘ Show Directive




8 00 ” \ Reveal OpenMP Scoping

Scope Loops | Scoping Results

sweepy B0 Loop@32

i3

3 /lusiscratch/heidiidemo/revealiremap. f20:35
2 lusfscratch/heidiidemolrevealippmir.f20:84
1: flus/scratch/heidildemolreveal/sweepy 2071
Mame Type Scope Info 4]
ndim Scalar  Shared
npey Scalar  Shared
recvl Array Shared
send2 Array Shared
gye| RI Scalar  Shared WARN: atomic reduction operator required unless reduction fully inlined.

3 lusiscratch/heidildemolrevealistates f20.52
2 Nlusf/scratch/heidifdemoirevealfppmir f20:43
T usiscratch/heidifdemolrevealisweepy f20.59

WARN: atomic reduction operator required unless reduction fully inlined.

3 lusiscratch/heidildemolrevealistates f20.52
2 Nlusf/scratch/heidifdemoirevealfppmir f20:43
1 Nusiscratch/heidifdemolrevealisweepy f20.71 3

v

dy Array Shared
Shared

Reveal identifies
shared reductions
down the call
chain

daime: [ |

‘ Insert Directive | | Show Directive: ‘ Close | ’




Generate Directive O

Reveal generates

B0 — ——— A T2 - example OpenMP
Eile Edit View Help directive
wvhone.pl

800 —.Lx] OpentP Directive e - jufs/hom evealriem; ® 00O w— 'RJ A‘P acoping.,

| Directive inserted by Cray Reveal. May be incomplete.

: scope Loops | ScopnaResuts | [/

I5OMP& shared (Imin.imaxprghurgh.vrgh,pift ulftvitpmid.citt, &

ISOMP& crgh.gamfacl.gamfac2,plfti,pmold,prghi,umidl.umidr, & :Loop@E3

Pe—— s == =

I5OMP& witt.wrgh.zift. zrgh)

| Name Type Scope Info

- o | Scalar  Private
Zdo 1 = Imin, lmax

64 don-=1, 12

65 pmold(l) = pmi
66 wlft (1) = 1.0
67 wrgh (1) = 1.0 gamfac2 Scalar  Shared

n Scalar  Private
Shared
Shared
Shared

Array

\ Copy Directive ‘ ‘ 3 Close |

gamfacl Scalar

b 38573 SWEEPZ@52 68 wlft (1) = clf :'“_a" zca:ar 2:“:

12299 RIEMANN@64 :z :{3: EH - :rg P A Shared

M prti Array  Shared

08068 PARABOLA@67 7l zrgh (1) = 4.0 pmid Array  Shared

05429 PARABOLA@44 7 J1Ft (1)  -21lpmold Amay  Shared
0-5331 PARABOLA@?S 73 ngh (1} = zZr nrih Arrav Sharerd E]

Reduction

0.4244 REMAP @83 - Fil
03341 p oLA@30 74 umidl (1} = ulfi

— R

02966 PARABOLA@S4 ER—

02915 PARABOLA@53 ) Find Name:

02287 RIEMANN@44 il il = ) ; l / _|
02028 PARABOLA@36 @ Aloop starting at line 63 was notvectoriz ‘»Insen Directive | Ismw Directive ‘ ’% |_,,1;
02009 PARABOLA@117
0.1858 PARABOLA@24 E

<>

\ None

A A A S S

vhone.plloaded. vhone_loops.ap2 loaded.

COMPUTE | STORE | ANALYZE

BW Workshop, October 2014 Copyright 2014 Cray Inc. @



Optionally Insert Directive Into Source
Q

Mz M3 %| Revea

Eile Edit View Help

w vhone.pl iiq

-Nav&aﬁ‘m RS Y JE | RSt PP | MRS JOY I [OPSPPPP [ 0 O Y . )
Loop Performa - N & TPUNURIVUIPRN . -1 % L - SORONPSSo——— sy SO
R The following files have unsaved changes. Wn H () Save ’ =
40778 SWEEP Selected files will be replaced. This will require re-compilation. L, umiut, amLan Ef
40773 SWEEP Changes to unselected files will be maintained separately and will not be lost. _
40529 SWEEP [] All Files
40526 SWEEP
40475 SWEEP P /ufs/home/users/heidi/reveal/riemann. f90
40423 SWEEP 1(1)
38576 SWEEP 1(1)

38573 SWEEP

Eid(l) - plft
1d(L) - prgh

(«] [ ]

[>]

A A A A A A Rl B

7vhone.p| loaded. vhone_loops.ap2 loaded.




Reveal Inserts Directive Into Source

! Directive inserted by Cray Reveal. May be incomplete.

1SOMP parallel do default (none)

! SOMP& unresolved (dvol,dx,dx0,e,f,flat,p,para,q,r,radius,svel, u,v,w,
' SOMP& ‘ xa,xa0)

' SOMP& privatex{i,j,k,m,n,$$ n,delp2,delpl, shock, temp2,0ld flat,

! SOMP& nfl,hdt,sinxf0,gamfacl ,gamfac2,dtheta,deltx, fractn,

R R

' SOMP& ek?
! SOMP& shared (gamm, is , ks, mypey,ndim,ngeomy,nlefty,npey,nrighty,
' SOMP& recvl,K se dy, zxc, zya)

do k =1, ks
do i =1, isy
radius = zxc (it+mypey*isy)

! Put state variables into 1D arrays,
do m = 1, npey
do j =1, js

g with 6 ghost zones

n=7j+ js*(m-1) + 6

r(n) = recvl(l,k,j,i,m)

p(n) = recvl(2,k,]j,i,m)

u(n) = recvl(4,k,j,i,m)

v(n) = recvl(5,k,j,i,m) Reveal generates

w(n) = recvl(3,k,j,i,m) : :

£(n) = recvl(6. k.3 i.m) Oper)MP directive
enddo with illegal clause
enddo

marking variables
that need addressing

do j =1, jmax
n=17j+6




\
- cCcRAY ||
Resolve Private Array Concerns for dvol, etc. o

From file vhlmods.£f90:

! module sweeps

use sweepsize

integer :: nmin, nmax, ngeom, nleft, nright ! number of first and last real zone
real, dimension (maxsweep) :: r, p, €, 4, u, v, w ! fluid wvariables

real, dimension (maxsweep) :: xa, xa0, dx, dx0, dvol ! coordinate values

real, dimension (maxsweep) :: £, flat ! flattening parameter

real, dimension (maxsweep,5) :: para ! parabolic interpolation coefficients
real :: radius, theta, stheta

!Somp threadprivate (dvol,dx,dx0,e,f,flat,p,para,q,r,radius, theta,stheta,u,v,w,xa,xa0)
I

For OpenMP these need to be made task_private



Resolve Shared Reductions

Original
hdt = 0.5*dt
do n = nmin-4, nmax+4
Cdtdx (n) = sqrt(gam*p(n)/r(n))/(dx(n)*radius)
svel = max(svel,Cdtdx(n))
Cdtdx (n) = Cdtdx(n) *hdt
fCdtdx(n) = 1. - fourthd*Cdtdx(n)
enddo

Restructured — One Approach

hdt = 0.5*dt
!Somp critical
do n = nmin-4, nmax+4
Cdtdx (n) = sqrt(gam*p(n)/r(n))/(dx(n)*radius)

svel = max(svel,Cdtdx(n))

Cdtdx (n) = Cdtdx(n) *hdt

fCdtdx(n) = 1. - fourthd*Cdtdx(n)
enddo

'$Somp end critical

For OpenMP need to have a critical region around setting of svel



Resolve Shared Reductions (Continued)

Original
hdt = 0.5*dt
do n = nmin-4, nmax+4
Cdtdx (n) = sqrt(gam*p(n)/r(n))/(dx(n)*radius)
svel = max(svel,Cdtdx(n))
Cdtdx (n) = Cdtdx(n) *hdt
fCdtdx(n) = 1. - fourthd*Cdtdx(n)
enddo

Restructured — Better Approach

hdt 0.5*dt

SvelO 0.0

do n = nmin-4, nmax+4
Cdtdx (n) = sqrt(gam*p(n)/r(n))/(dx(n)*radius)
svelO (n) = max(svel (n) ,Cdtdx(n))

Cdtdx (n) = Cdtdx(n) *hdt
fCdtdx(n) = 1. - fourthd*Cdtdx(n)
Enddo

!Somp critical

Do n = nmin-4, nmax +4
Svel = max(svelO (n), svel)

Enddo

!Somp end critical




®
!
cRAY |

Use Reveal to Validate User Inserted Directives Q300
e \
TN N ———— - X Reveal ... — —— - \

| Program View

<)

images fa0
init.f20
parahola fao0
ppmirfa0
prinfa0
remap.fa0
riemann.fa0 [
= RIEMANN 0
Loop@44

g = v v v v v

Loop@70 'Y

Loop@82
states f30
sweepxl 130
sweep a0
sweepy.fa0
sweepz.fa0
vhlmods 80
vhone f20
P volume f20

zonemaod.fa0

A

=

Loop@es

5| @ oo (¥ 0| &

64 !$0MP parallel do default(none)

don=1, 12
71 pmold (1 8086

MW MLISLLALVYVES LIHOS LT U' el ﬂ, noSvycaw,

(Imin, Imax,prgh,urgh,vrgh, plft, ulft, v1ft, pmid,clft,
crgh,gamfacl,gamfac2, plfti,pmold, prghi,umidl, umidr

65 !$OMPE  private (1)

66 !'$0MP&  shared

67 !$0MPE
| $0MP& wlft,wrgh,z1ft,zrgh.n)
do 1 = Imin, lmax

I'Iﬂ,‘ (¥ .LII\.‘UIIIP LS LS,

User inserted
directive with mis-

. Reveal Openl scoped variable ‘n’

73 wrgh (1

74 wlft (1 MName Type Scope
o wrgh (1| Scalar  Private
76 z1ft (1 n Scalar  Private
(< I Amay  Shared
. crgh Array Shared

~Info - Line £9
® Aloop starting at line 69 was ng 93Mfac1  Scalar - Shared
gamfac2 Scalar  Shared

3 A loop starting at line 62 was pa

OE

I B

] Enable LastF

vhone.pl loaded

— Find Name: [

72 wlft (1 ScopeLoops Scoping Results

™|

riemann.f90: Loop@ES

Info

WARN: Scope does not agree with user OMP directive.

Reduction

Mone ] |

BW Workshop, October 2014

‘ Insert Directive] [Shaw Directive |

COMPUTE |

Copyright 2014 Cray Inc.



VH1 - Astrophysics Code .o

e VH1 is written with high level loops and complex decision
processes.

e Ported to hybrid MPI + OpenMP using Reveal

e Reveal was able to identify
e storage conflicts
e private variables in modules
e reductions down the call chain that require critical regions

e Scoping was performed in seconds where it would have
taken weeks to get correct without Reveal



S3D - Structured Cartesian Mesh Flow Solver ='=A.‘Yf '

e \
\

e S3D, a pure MPI program, was converted to a hybrid multi- .
core application suited for a multi-core node with or
without an accelerator.

e When the work was started, Reveal did not exist.

e Once Reveal was available, it was instrumental in
identifying bugs in the scoping of extremely large loops
(3000 lines of Fortran).

e There are both OpenMP and OpenACC versions of S3D
that run well on both OpenMP systems and on the Titan
Cray XK7 machine at Oak Ridge National Laboratory.



Summary .

e Reveal can be used to simplify the task of adding OpenMP
to MPI programs

e Can be used as a stepping stone for codes targeted for
nodes with higher core counts and as the first step in
adding OpenACC to applications to for execution on GPUs

\
\
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